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Risk-sensitive criterion

@ The risk preferences of players are taken into consideration by the
expectation of the exponential utility of the total reward.
o References on discrete-time stochastic games (DTSGs):
1) Basu, A. and Ghosh, M. K. (2014) Zero-sum risk-sensitive stochastic
games on a countable state space. Stochastic Process. Appl.
2) Bauerle, N. and Rieder, U. (2017) Zero-sum risk-sensitive stochastic
games. Stochastic Process. Appl.
3) Ghosh, M. K., Golui, S., Pal, C. and Pradhan, S. (2023) Discrete-time
zero-sum games for Markov chains with risk-sensitive average cost
criterion. Stochastic Process. Appl.
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complete information VS incomplete information

o The existing literature on risk-sensitive DTSGs
considers complete information games.

o Complete information game: players do not have
private information, which is known only to themselves
and not to other players.

o Incomplete information games: players may have
private information.
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Game Model

A risk-sensitive stochastic game with incomplete reward information:
G(07 r? p) = {9’ E7 A? B’ q(.y|X? a7 b)7 K7 p? r(k7 X’ a’ b)}
0 € (0,00): risk-sensitive parameter;

E: finite state space;

A/B: finite action space for player 1/player 2;

q(y|x, a, b): the transition probability to the state y from the state x
under the action pair (a, b);

K: finite reward type set used to describe the reward information;
p={pk, k € K} € P(K): law of the reward types;

r(k, x,a, b): reward function; assume that r is nonnegative.
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The evolution of the game G(0, r, p)

Initially, k is chosen on K with the probability p.. It is informed only
to player 1.

Both players observe the initial state x;. Player 1 chooses a
according to the information k and xg, whereas player 2 chooses b
only according to xg.

The system jumps to state x; with probability g(x|xo, ao, bo)-

At the stage n, player 1 chooses a, according to k and the history h,,
whereas player 2 chooses b, according only to h,,.

Finally, given a discount factor /3 € (0, 1), player 1 receives the reward
>ore o Br(k, Xa, an, by), which is paid by player 2.

incomplete information on one side: only player 1 has private
information
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Policy

Definition 1

(a) A randomized policy for player 1 is a sequence
7= {r" k € K,n > 0} of stochastic kernels 7(K) on A given H,,,
where H, := E x (Ax B x E)".

(b) A randomized policy for player 2 is a sequence 0 = {o,,n > 0} of
stochastic kernels o, on B given H,,.

(c) Denote by IN; the set of all randomized policies a for player i (i =1,2)

For any 7 = {n(K k € K,n >0} and h, € H,, denote
o[ hn) == {7 (| ), k € K}

Clearly, w,(-|h,) € P(A|K).
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Risk-sensitive reward

Given (0, r,p,x) € (0,00) x C x P(K) x E, the expected risk-sensitive
reward for player 1 under the policy pair (7w, 0) € My x My is

V0.7, x,m, 0) = B [ Bl Ko A o

@ (C: the family of all non-negative functions on K x E x A x B
@ K77 is the expectation with respect to P77 on
(,F):=(Kx(ExAxB)* B(Kx(ExAxB)®));
o A, Xy, Ap, and B, are random variables on (€, F) defined by
ANw) =k, Xp(w) :=xp, Ap(w):=a,, Bn(w):= by,
for each n > 0 and w = (k, xo, a0, bo, - - - , Xn, an, b, ...) € Q.

& A is the reward information variable.
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Value function

@ Upper value function:

V(O,r,p,x):= inf sup V(0,r,p,x,7,0)

o€z e,

@ Lower value function:

V(0,r,p,x):=sup inf V(O,r,p,x,m,0)

rem; o€l
@ Value function: for (6, r,p) € (0,00) x C x P(K), if
V(O,r,p,x)=V(0,r,p,x) Vx€E,

the common function is called the value function of G(0, r, p) and is
denoted by V*(0, r, p, x).
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Optimal policies

(a) A policy m* € Ny for player 1 is called optimal in G(0,r,p) if

inlfI V(O,r,p,x,nt*,0)=V(0,r,p,x) Vx¢€E.

ocllp

(b) Symmetrically, a policy o* € Ty for player 2 is called optimal in
G(O,r,p) if

sup V(0,r,p,x,m,c*) = V(0,r,p,x) Vx¢€E.
el

& Our goals: proving the existence of the value function and constructing
optimal policies for players.
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In complete information games

@ Complete information games: the existence of the value function and
optimal policies are proved at the same time by the Shapley equation

w0,X) = supinfe) D D)alyix 3 )" u(d5, ) (2

neP(A) vEP(B
o the property (P1) is key :
(P1):  E[ef oA rXnAnBn) X, g, By
— (X0, Ao, Bo) g0 X051 B"r(XoAnsBn) | X0 A0 By,
@ (P1) does not hold in incomplete information case; (2) is not suitable:

e S0 N A B0, . i)
7_ée9r(/\,Xo,Ao,Bo)E[e‘9 2 2ne1 Br(AXn,An, Bn) ’XO’ Ao, Bo];

Fang Chen (Sun Yat-sen university) Games with incomplete information 2023.07 11 / 36



Scheme for solving incomplete information games

e Establish the existence of the value function

o Derive a new Shapley equation by introducing a
functional of rewards

o Show that the value function solves the Shapley
equation

o Construct an optimal policy for player 1

o Construct an optimal policy for player 2
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The value function

Theorem 1 (The existence of the value function)
(a) Foreach N >0, and (0,r,p,x) € (0,00) x C x P(K) x E.

N
inf sup Ewa[ GZHZOB"r(/\,Xn,A,,,Bn)]
o€l rem,

= sup Inf ET"U[ GZHN:Oﬁ"I’(/\,Xn,AmBn)]
welly o€l

=: Vy(0,r,p,x).

(b) The value function V* exists and satisfies

V' = lim V}.
N—o00
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Key points of proof:

@ The finiteness assumption ensures that the N-horizon game can be
transformed into a static game where an action for player 1 is

di: K x UV H, — A,
and an action for player 2 is d» : Uﬁonn — B. Both action spaces in
the static game are finite, thus (a) holds.

@ The existence of the value function directly follows from (a) and

ollrl] o1Vt
0< V(,p,r,x,mo)— Vn(O,r,p,x,m,0) < eT-F (e -5 —1).
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Shapley equation

Q1: The property (P1) does not hold:

X07 A07 BO]
0r(A,Xo,A0,Bo)pm,0 [ A0 Dn2y B7r(AX5,An,Bn)
Ze BT [e 1

Eﬂ',a’ [eH Z:io ,B"r(/\quAn;Bn)
pix

X07A07 BO],
e Given any (x,a, b) € E x A x B, define H*** from C to C as
H**(r)(k, %, 8,b) := r(k,%,8,b) + 81 (1— B)r(k.x.a,b), (3)

for all (k,%,5,b) € K x Ex Ax B. H**b(r) € C
Q2: How do players update the probability distribution p over K?
e A mapping Q : P(A|K) x Ax P(K) — P(K) is defined as

Qu(p,a,p) == Z% (4)

for all p € P(AIK),ac A,p e P(K),k € K. Q(11,a,p) € P(K)
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Shapley equation

e For (u,v) € P(A|K) x P(B), define an operator from M to M as

T u(0,r,p,x) ==Y pip(alk)v(b)q(y|x, a, b)
k,a,b,y
x u(68,H*"(r), Q(1, a,p). y)
where M denotes the set of all nonnegative real-valued functions
uon (0,00) x C x P(K) x E.
@ Define an operator T from M to M by

Tu:= sup inf THYu, ue M. (5)
ueP(A|K) VEP(B)

@ Then, we derive a new Shapley equation v = Tu.
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The Shapley equation

Theorem 2
The value function V* solves the Shapley equation, i.e.,

V*(0,r,p,x) = sup inf THYV*(0,r,p, x
( ) pEP(AIK) vEP(B) (©, )

for all (0, r,p,x) € (0,00) x C x P(K) x E.

Remark: the case of K = {k}.
Since P(K) = {1}, we skip the third component of the value and obtain
V*(08,H*?P(r), y) = e/r(kxab)\/*(95, r ). Hence, Theorem 2 gives

V*(@,r,x)= sup inf Z a)v(b)q(y|x, a, b)e? k2L > (93 r y),
neP(A VGP

which is consistent with the case of complete information.
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Key points of proof:

° Forw:{ﬂ',gk),keK,nZO} and o = {o,,n > 0}

V(O,r.pxm0) =D %> pimy (alx)oo(blx) D qlylx, a, b)

keK acA beB y€eE
: V(967 HX’B,b(rL Q(WO('|X)7 a, p)a ya(X7a7b) 7ra(X7a7b) U)' (6)

where (x20) 1 — {(X’a’b)ﬂ',gk), k € K,n > 0} is defined by
(2 x()(.|hy) = 7% (-|x,a,b, B,), k€ K,n>0,h, € Hy.

(x:2:6) > one-shift policy of o, is similarly defined.

@ At 1-th decision epoch, if the history hy = (x, a, b, y) is observed and the
action a is chosen according to m(+|x), players can consider the problem as
a new game G(63,H*?5(r), Q(mo(-|x), a, p)) with the initial state y.
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Construct an optimal policy for player 1:

V*(0,r,p,x) = su inf  TH"V*(0,r, p,x
(6, r,p,x) L. (0, r,p,x)

— sup inf Zpku alk)v(b)q(y|x; a, b)

MEP(AIK) veP(B) T,

x V*(08,H**(r), Q(, a, p), y)

v

@ An optimal policy 7* = {70 k € K, n > 0} for player 1 in G(0,r, p)
should satisfy the following two characterizations:
(C1): V*(O,r,p,x) = inf,cp(p) T (v v=(0,r, p,x) for all x € E;
(C2): The one-shift policy (*0:%:2)7* is optimal in the new game

G(Gﬁ, on,ao,bo(r)7 Q(ﬂ—g('|x0)’ a0, P))
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Construct an optimal policy for player 1:

@ For a given triple (0, r, p) € (0,00) x C x P(K), we recursively define
{(p*[ha), T (-1hn)) € P(K) x P(AIK),n >0, h, € Hy,}.
@ For each hy = xo € Hp let p*[ho] = p, r[ho] := r and

mo(-|ho) = argmax{ inf TH"V*(0, rlho], p*[ho], x0)}-
peP(AIK) VEP(B)

@ For hn+1 = (Xo, ao, b()7 ...y Xn, an, bn, Xn+1) = (hn, an, bn; X,-,+1) € H,,+1 let

P lnial = Q(ay(:1hn), an, P [hal),  rlhnga] = H 2 (r[hy])

Tpi1(-[Pny1) = argmax{ inf T“’”V*(Gﬂ”“,r[hn+1]7p*[hn+1]7xn+1)}.
neP(A|K) vEP(B)
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An optimal policy for player 1

Theorem 3 (Optimal policy for player 1)

Let m* = {w:(k), k € K,n>0}. The policy 7 is an

optimal policy for player 1 in the game G(0,r,p), i.e.,

inf V(0,r,p,x,n*,0)=V*(0,r,p,x) Vxé€E.

o€ll,
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An optimal policy for player 2

@ A natural idea for constructing an optimal policy o* for player 2 in
G(0,r, p) is via the Shapley equation.

e Corresponding to (C2), o* = {0}, n > 0} should have the
characteristic: the one-shift policy (©:2:%)g* of o* is optimal in

G(Hﬂ, on’ao’bo(r)v Q(WS("XO)ﬂ 4o, P))

This implies that ¢* must depend on 7*.

@ Any optimal policy for player 2 cannot depend on anyone for player 1.
We cannot obtain any optimal policy for player 2 by this idea.

& Construct an optimal policy for player 2 by introducing dual games.
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Dual risk-sensitive games

A dual risk-sensitive game with incomplete reward information is defined as

G*(0,r,z) :={0,K,E,A B,z q(y|x,a,b), r(k,x,a,b)},

e where §,K,E, A, B, q and r are the same as G(0, r, p).

@ The difference is that p € P(K) in G(0,r, p) is replaced by
z={z,ke K} € R'f‘, which is used to modify the expected
discounted risk-sensitive reward.
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The evolution of the dual game G¥ (6, r, z)

@ Initially, both players observe an initial state xg. According to the
initial state xp, player 1 chooses a reward type k € K, which dose not
change and is hidden from player 2 in the subsequent evolution.

o The subsequent evolution of the dual game G# (0, r, z) is the same as
that of G(0,r, p).

o Finally, player 1 receives the reward > o 5"r(k, xn, an, by) — zk.

Definition 3

A policy ©# for player 1 in the dual game is given by a two-tuple (&, )
with £ € P(K|E) and w € ;. Denote by I'Ifé the set of all policies for
player 1 in the dual game.
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The dual games

e For ¥ = (& m) e I'If&, o €y, and x € E, the expected risk-sensitive
reward for player 1 in G7 (6, r, z) is defined as

U, r,z,x,n*,0) = E;r#,cr [60 2o B"r(AXn,An,Bn) _ ). (7)

o U(0,r,z,x) :==sup_y_p#infoen, U(O,r,z,x, 7%, 0)
1

e U(O,r,z,x) =infsen, SUP, 4 e u,r,z,x, ", 0)

e Given (0,r,z), if U(0,r,z,x) = U(0,r, z,x) holds for all x € E, the
common function is called the value function of G# (@, r, z) and is
denoted by U*(0,r, z, x).
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Definition 4

For (0,r,z) € (0,00) x C X R*!a policy o* € N, is called optimal for
player 2 in the dual game G#(0,r, z) if

sup U(O,r,z,x,7%,0%)=U(0,r,z,x) Vx€E.

71'#E|'|i7E

Two questions:
& Is there an optimal policy for player 2 in the dual game?

& How to construct an optimal policy for player 2 in the primal game
by that in the dual game?
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(a) The value function U* of G#(0,r, z) exists.
(b) U*(ev r727X) = maXpEP(K){V*(ev r, an) - <p) Z>} o

(c) V*(0,r,p,x) = min,cpe {U*(0,r,2,x)+ (p,z)} where

BY = {z = (z)kex € R¥|z < ™5  k € K}

is a compact subset ofRLK‘.

® Lemma 1 shows the relationship between primal games and dual games.
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Given any (0, r,z) € (0,00) x C x RI! the value function U* of the dual
game G*(0, r, z) satisfies that for each x € E

U*(0,r,z,x) = min_min max  max F“”U*(G r,z,x), (8)
veP(B) feL? peP(K) neP(A|K)

where
0 ={f:AxBxE—RI|f(aby)eB’ V(aby)cAxBxE}

and

r‘;;; u“0,r,z,x):=— <p, Z> + Z Z Z priv(alk)v(b) Z q(y|x, a, b)

keK acA beB y€E

(U* (08, H*2(r), f(a, b,y).y) + (Q(u, a, p), f(a, b, y)>)-
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RENEILS

From Proposition 1, given hy = (x, a, b, y), player 2 can view choosing an
action at (n+ 1)-th decision epoch in the game G¥(0,r,z) as choosing an
action at n-th decision epoch in a new game

G#(08,H**5(r), f*(a, b, y))
with an initial state y, where

f*=argmin{ min max  max F‘;”;U*(H, r,z,x)}.

fers — veEP(B) peP(K) neP(AK)

Note that

0= {f:AxBxE =R |f(aby)eB! V(a,by)c AxBxE}
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Given (0, r,z) € (0,00) x C x R, we define o3 = {0%,,n >0} € My
(depending on (0, r, z)) for player 2 as follows. For hg = xo € Hp let

oro(-lho) :=argmin{ min max max [X7U0,r,z,x)}, 9
zo( lho) := arg i Ll e weisty Fo U (O z:30)ks - (9)

and for h, = (hp—1,8n—1, bn—1,%n) € Hy, (n > 1) let

* . .
o3 o(-|hn) = argmin{ min -~ max  max
veP(B) feLy PEP(K) neP(AIK)

rlfl’:: U* (98” r[hn]: f*[hnfl](anfl: bn-1, Xn): Xn) }a (10)

where f*[ho] == argmin{ min  max max [YU*(0,r z,x0)}, and
= fgﬂ?? veP(B) peP(K) peP(AlK) P ( o)}

f*[hn] ==argmin{ min max  max

rects” veP(B) peP(K) neP(AK)
YU (08", rlhal, £*[hn-11(an-1, bo-1,Xn)s Xa) . (11)
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Theorem 4 (Optimal policy for player 2 in the dual game)

Given any (0, r,z) € (0,00) x C x RLKI, the policy o is an optimal policy
for player 2 in the dual game G#(0,r, z).

e For (6,r,p) € (0,00) x C x P(K), let
¥ :=argmin{U*(0,r,z,x) + (p,2z)}, x€E.
zeB?
Denote by o}« = {0« ,,n > 0} the optimal policy for player 2 in the

dual game G# (0, r,z*). Then, define 0% = {0} ,,n > 0} as

U:,n("hn) = U;X07n("hn)7 hn = (X07 4o, b07 s 7Xn) € Hn-

Theorem 5 (Optimal policy for player 2 in the primal game)

The policy o}, is an optimal policy for player 2 in G(0,r, p).
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An example

for x € {x2, x3},

r(1 X, al,bl

r

(1,

I’(]. X, 32, 1
(2 X, 81, 1
(

~— ~— ~— ~—

r2x 82,[)1

q(y|X3, ai, b) = 5X1(y)

K ={1,2}, E ={x1,x,x3}, A={a1,ax}, B={b, bo};
q(ylxs; a2, b) := dx,(y),
q(ylx,a,b) = q(y|xi,a,b) :==dx(y) Va€ A b€ B,y €E;
r(k,xi,a,b) =1forall ke K,ac A b e B,;

Vbe B,y € E;

r(1 X, 31,b2

2X31, 2

(1,
r(l X, 32, 2
r(
(2,

~— ~— ~— ~—
I
l\) N O

r(2 X, 32,b2
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For any p = (p1, p2) € P(K): assume that (e*? + 1)’ — /(&% +1) >0

2]

o V*(0,r,p,x1) = eT-7;

IN

v
NI= N

(€% +1)+ (1 —2p1)e®)er™ 7, if py
40 _ 20\ 2%
(e*” + 1)+ (1—2p2)e*)em7, if p

o V*(0,r,p,x2) = {(P1
(P2

IN

o V*(O,r,p,x3) = pr(e 1;

pa(e* +1

m‘“ m‘m

2

+ ( . 2p1)e20+205+%7 if P
2

+ (1 o 2p2)€29+26'8+%, if p1

Nl= N=

Vv
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Optimal policy for player 1

o ¥ (alx) = 5,,(a), 7 (alxs) = 72W(a]x2), where

10 ) — {109 (2) + 802K () + (1 B)(K)3(a), i pr < 3,
PO 261 (k)5 (3) + (1= B2)61(K)5(2) + 02(K)3ay(a), if pr > L.

o 7T ( ‘X3,32, b2 X2) = 7T ( |X3,827b1,X2) where

(k)531(') + 52(k)532(')’ ifpl
(k)aaz(') + 52(k)5a1(')7 if p1

@ hy € Hi\ {(x3, a2, b1, %), (X3, a2, b2, x2)}, hy € Hy (n > 2),

N 1)
Wp,(f)('|X37327b17X2) = { '
01

(AVARRVAN
I i

w2 alhy) = 750 (alhy) == 6., (a);
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- - - B 1
Optimal policy for player 2 in G(0, r, p) with p; > 3

o* = {os,n > 0} as follows: for any b€ B

. &2 _ 40 g20
og(blx2) = 5b1(b)m + 5bz(b)ﬁv
. (eza+05 _ 1) (640 _ e20+0ﬁ)
oo (blxs) = 5b1(b)W + 5b2(b)W’
. . e208 _ 1 G408 _ 208
01(blxs, a2, by, x) = 07 (blxs, 32, b2, x2) = 01, (b) 55— + 06 (b)—g55—1—

and for h; € H; \ {(X3, a, bl,Xz)7 (X37 a, bg,Xg)} and h, € H, (n > 2),
o3 (blxt) = o1 (blhy) = 75 (blha) = 64, (b)

Combining the data of this example, Theorems 4 and 5, we have that ¢* is
optimal for player 2 in the game G(0, r, p) with p; > %
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Thanks!
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